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Brainstorming: Top 10 Challenges

For each challenge:

1. Probability that the challenge will not be solved by 
relying on current technology trends: high, med, low

2. Impact that the lack of a solution for this challenge will 
have on the ability of the HPC community to build an 
exascale computer by 2016: high, med, low. That is, 
HIGH means that if we don’t have a solution for this 
problem, there is no workaround solution that will allow 
us to build the exascale system

3. Approximate NRE cost for a solution: high (~$100M), 
med (~$10M), low (~$1M)
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Identified Challenges
Minimize energy per bit (impact = high, probability = high, 
investment = $$)

Heavily impacted by system and topology
Also heavily impacted by technology

Ideas emerging, but invention still desirable

Reliability, including error detection, and resilience (high, high, 
$$-$$$)

Just as for processor cores, transient errors growing
Desktop technology will not suffice
Undetected errors a particular challenge, although we have known, but 
costly, solutions

Opportunity for new recovery techniques

Maximize BW/$, global/local (high, medium, $$)
Technology will continue to impact the “right” answers
Application-dependent, and models will be key
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Identified Challenges
Topology (high, medium, $$)

Good on-chip and off-chip topologies
Include the impact of optics, 3D, and CNT, and NIC 
placement
Without attention, likely to be a problem

Flexibility for external interconnect, including 
deployability
Hierarchy and heterogeneity, including placement 
of NICs
Embeddings of applications onto the topology 
(adaptability)
Network discovery capability
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Identified Challenges
QOS and congestion control (high, high, $$)

Good performance for difficult permutations
Need adaptive routing

Performance consistency
Including performance isolation between 
partitions
Without new investment, ideas won’t make it into 
interconnect products
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Identified Challenges
Minimize latency for small messages (high, 
low, $$)

Small collectives, including reductions
Global interrupts and clock distribution
May or may not involve the switches/routers
Investment required to see in real products

Maximize efficiency for small messages 
(medium, high, $$)

Trend is to larger flits
Must reverse this trend
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Identified Challenges
Sustainability and transfer to/leverage from 
commodity (high, medium, $$)

Most HPC market will continue to be commodity
Thus, key to long-term HPC advancement

Good performance info/counters, debug info, 
and diagnostics for the interconnect (high, 
high, $$)

Key to optimizing interconnects
Some progress may happen on its own, but 
interconnects tend to ignore this problem
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Identified Challenges
Related challenges that are tied closely with 
topologies and routing

Accurate tools and simulators for design and 
analysis (high, high, $$)
Identification of appropriate exascale workloads 
(high, high, $$-$$$)
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Charts from July 21st session
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Work Agenda

Background:
Today’s high-performance networks
Exascale game changers

Applications
Technology
Architecture

Main discussion:
Challenges for exascale switches and routing
Trends
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Today

A multitude of networks have been built, and many more 
have been proposed
Two main topology families currently dominate

Fat-trees/Clos
k-ary n-cubes

Why
High global bandwidth
Acceptable performance for important traffic patterns
Simple routing, few virtual channels required
Fault-tolerance, adaptivity
Incrementally scalable
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Topologies
Only two families are of 
major significance 
today:

Fat-trees/Clos and 
similar “indirect”
networks

k-ary n-cubes (meshes, 
tori, hypercubes)

Used in several tightly-
packaged MPPs/clusters

Expansion links

3D mesh (4x2x2)

Two-level 4-ary fat-tree
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Exascale application game changers
Lessons from DOE applications & Peta/Tera scale systems
Streaming?

Need high bandwidth, but perhaps not low latency or fast switching
Unidirectional bandwidth

Data mining
Virtual worlds/reality?
More accurate physical models

More modeling complexity
Will nearest-neighbor communication be sufficient for many new apps?

Bottom line: How many applications can utilize such systems?
…



21-22 July 2008 IAA Interconnect Workshop: Topologies and routing work group 14

Application panel messages
Plea: let us keep the illusion of a flat, uniform system
Point-to-point typically bandwidth-bound
Collectives typically latency-bound
Both bandwidth and latency will become more challenging as technology scales
A few very important apps need FFTs

Bisection BW important
But the apps are currently message overhead-bound instead of bisection-bound

Strong scaling will become important with flat CPU scaling
Will favor implicit methods
Latency important

MPI will remain the most important programming model
Although hopefully other models will become more important
Most people don’t program in MPI, but instead to abstractions/libraries

Hierarchical programming models (on-chip, off-chip)
How to handle heterogeneity?
Fault tolerance an important problem for the whole stack (including HW)
Both bandwidth and latency important, for different apps
…
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Application thoughts from July 21st

Don’t want the illusion of a flat, uniform system
But still want illusion of a flat off-node network

Don’t want the illusion of a reliable system if the 
communication subsystem needs to help with 
reliability
May see a hybrid programming model with 
shared memory on-node
Or PGAS
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Exascale technology game changers

10’s of billions of transistors per chip
Huge performance
Off-chip bandwidth will not increase as fast

Integrated optics / CMOS-compatible photonics
Will it be cheap?

3D Stacking
Phase Change Memory
Proximity Communication for high radix routers
Power and technology implications
…
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Technology thoughts from July 21st

Energy per bit is the most important challenge
Can supercomputing technology provide a more 
energy-efficient solution?

Doubt here
Need much better error detection

Higher error rate with new processes, and more 
devices
We are already seeing undetected errors on current 
systems
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Exascale architecture game changers

Switch radix growing
Many-core chips will require on-chip networks

Does this create a hierarchy of networks?
How do internal and external networks cooperate with 
& complement each other?
Will the on-chip networks themselves be hierarchical?

Commodity switches don’t natively support torus 
(ring) routing …

Although they can sometimes accommodate via VC 
mapping
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Architecture thoughts from July 21st
On-chip networks and off-chip networks will be separate

And on-chip networks may be heterogeneous
Don’t tie network architecture too closely to programming model

Programming models change and die
Instead, base it on application needs
Optimize to reduce processor occupancy
Programmers will switch to a new model when they know it will become 
important

Spare nodes may create holes in the network
Routing needs to be tolerant of failed nodes

Adaptive routing: it needs to use global info, not just local
May have trade-offs between performance, energy, and fault 
tolerance within the network
.
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Switch element radix is typically growing

Switch elements are getting larger (more I/O 
available)

This typically translates to less hops
Higher performance, given same buffering per port

However, it is difficult to grow both port 
bandwidth and radix on a single chip

Eventually requires multiple-chip switch elements
More costly and complex
And then the minimum packet size must grow
Proximity communication should help
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Switch element radix growing

Popular solution: don’t try to achieve both high 
radix and high port bandwidth

Just go for high radix …
… and have multiple switch planes/networks if 
needed to achieve high bandwidth
Better aligned with commodity (cheap) switch 
requirements

24-port IB-4x switch silicon is a great example
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Routing in Exascale systems

Necessity of moving from simple oblivious 
routing to sophisticated routing schemes? 

Performance
Energy
QoS/Fault-Tolerance

Understand Exascale application requirements
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Discussion

Network size 
Performance requirements
Power consumption
Reliability
Performance-Power-Reliability tradeoffs
Performance monitors and Tools
Is dynamic adaptation possible (e.g., for 
latency/BW trade-offs)?
Role of the network interface (how many, how 
transparent?)
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Brainstorming: Top 10 Challenges

For each challenge:

1. Probability that the challenge will not be solved by 
relying on current technology trends: high, med, low

2. Impact that the lack of a solution for this challenge will 
have on the ability of the HPC community to build an 
exascale computer by 2016: high, med, low. That is, 
HIGH means that if we don’t have a solution for this 
problem, there is no workaround solution that will allow 
us to build the exascale system

3. Approximate NRE cost for a solution: high (greater than 
$15M), med ($5-10M), low (less than $5M)


