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Logistics 

• Continuous breaks 
• Lunch in restaurant downstairs (11.30 sharp) 
• KID Tokens available at registration desk 
• Wireless information available at registration desk 
• Think about what application you will analyze on Friday 

afternoon 
• Presentations will be posted on the keeneland website 
• Parking 
• Evaluation 
• This workshop should be useful to you! 

– Please suggest topics, ask questions, talk to presenters during 
the break 
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Background and Motivation 
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NSF Office of Cyber Infrastructure RFP 

• NSF 08-573 OCI Track 2D RFP in Fall 2008 

– Data Intensive 

– Experimental Grid testbed 

– Pool of loosely coupled grid-computing resources 

– Experimental HPC System of Innovative Design 
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Oct 2008 alternatives analysis for NSF OCI RFP 
concluded GPUs were a competitive solution 

• Success with various applications 
at DOE, NSF, government, 
industry 
– Signal processing, image processing, 

etc. 
– DCA++, S3D, NAMD, many others 

• Community application 
experiences also positive 
– Frequent workshops, tutorials, 

software development, university 
classes 

– Many apps teams are excited about 
using GPGPUs 

• Programmability, Resilience? 
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GPU Rationale – What’s different now? 
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NVIDIA Fermi/GF100 

• 3B transistors in 40nm 

• Up to 512 CUDA Cores 

– New IEEE 754-2008  
floating-point standard 

• FMA 

• 8 the peak double precision 
arithmetic performance over NVIDIA's 
last generation GPU 

– 32 cores per SM, 21k threads per 
chip 

• 384b GDDR5, 6 GB capacity 

– ~120-144 GB/s memory BW 

• C/M2070 
– 515 GigaFLOPS DP, 6GB 

– ECC Register files, L1/L2 
caches, shared memory and 
DRAM 
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Many GPU-enabled systems blossoming 
worldwide…. 
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Source: NVIDIA 



Keeneland Project Overview 
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Keeneland High Level Goals (in one slide) 

• Provide a new class of computing architecture to the 
NSF community for science 

• Acquire, deploy, and operate two GPU clusters 
– Initial delivery – Operational – KID  
– Full scale – Spring 2012 
– Operations, user support 

• Software tools, application development support to 
ensure user productivity and success 

• Technology assessment 
• Education, Outreach, Training for scientists, students, 

industry on these new architectures 
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Keeneland Partners 
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Acquisition Highlights 
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Keeneland – Initial Delivery System 
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Initial Delivery system installed in Oct/Nov 2010 

201 TFLOPS in 7 racks (90 sq ft incl service area) 

677 MFLOPS per watt on HPL (#9 on Green500, Nov 2010) 

Early applications results include Gordon Bell Winner and others 
Keeneland System 

(7 Racks) 

ProLiant SL390s G7 
(2CPUs,  3GPUs) 

S6500 Chassis 
(4 Nodes) 

Rack 
(6 Chassis) 

M2070 

Xeon 5660 

12000-Series 
Director Switch 

Integrated with NICS 
Datacenter GPFS and TG Full PCIe X16 

bandwidth to all GPUs 

67 

GFLOPS 

515 

GFLOPS 

1679 

GFLOPS 

24/18 GB 

6718 

GFLOPS 

40306 

GFLOPS 

201528 

GFLOPS 



HP ProLiant SL390s G7 2U half width tray   

4 Hot plug SFF 

(2.5”) HDDs 

SFP+ 

1 GPU module in 

the rear, lower 1U 

2 GPU modules 

in upper 1U 

Dual 1GbE 

Dedicated management 

iLO3 LAN & 2 USB ports 
VGA 

UID LED & Button 

Health LED 

Serial (RJ45) 

Power Button 
QSFP 

(QDR IB) 

2 Non-hot plug 

SFF (2.5”) HDD 



Advantages of dual I/O hub 
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Tesla 1U 
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Bottleneck! 



ID Facilities 
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State of the Art  
Facilities and Staff 
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KID Installation 

• From the dock to 
functioning system in 7 
days! 
– HP Factory integration and 

testing prior to delivery 
contributed to quick 
uptime 

• System delivered on Oct 
27 

• Installation completed on 
Oct 29 

• Top500, Green500 results 
completed on Nov 1 
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Keeneland ID installation – 10/29/10 
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Integration with NICS Infrastructure 
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Benchmarks and Applications 
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The Scalable HeterOgeneous Computing 
(SHOC) Benchmark Suite 
• Benchmark suite with a focus on 

scientific computing workloads, 
including common kernels like 
SGEMM, FFT, Stencils 

• Parallelized with MPI, with 
support for multi-GPU and cluster 
scale comparisons 

• Implemented in CUDA and 
OpenCL for a 1:1 performance 
comparison 

• Includes stability tests 

 

A. Danalis, G. Marin, C. McCurdy, J. Meredith, P.C. Roth, K. Spafford, V. Tipparaju, and J.S. Vetter, “The Scalable HeterOgeneous 
Computing (SHOC) Benchmark Suite,” in Third Workshop on General-Purpose Computation on Graphics Processors (GPGPU 2010)`. 
Pittsburgh, 2010 

Software available at  http://bit.ly/shocmarx  

http://bit.ly/shocmarx
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Single Precision FFT 



Comparing CUDA and OpenCL 



Early Success Stories 
Computational Materials 

• Quantum Monte Carlo 

– High-temperature superconductivity 
and other materials science 

– 2008 Gordon Bell Prize 

• GPU acceleration speedup of 19x in main 
QMC Update routine 

– Single precision for CPU and GPU: 
target single-precision only cards  

• Full parallel app is 5x faster, start to finish, 
on a GPU-enabled cluster on Tesla T10 

 

Combustion 

• S3D 
– Massively parallel direct numerical 

solver (DNS) for the full compressible 
Navier-Stokes, total energy, species 
and mass continuity equations  

– Coupled with detailed chemistry 

– Scales to 150k cores on Jaguar 

• Accelerated version of S3D’s 
Getrates kernel in CUDA on Tesla 
T10 

– 31.4x SP speedup 

– 16.2x DP speedup 
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14 April 2011 

K. Spafford, J. Meredith, J. S. Vetter, J. Chen, R. Grout, and R. Sankaran. 
Accelerating S3D: A GPGPU Case Study. Proceedings of the Seventh 
International Workshop on Algorithms, Models, and Tools for Parallel 
Computing on Heterogeneous Platforms (HeteroPar 2009) Delft, The 
Netherlands.  

GPU study: J.S. Meredith, G. Alvarez, T.A. Maier, T.C. Schulthess,  J.S. Vetter, 
“Accuracy and Performance of Graphics Processors: A Quantum Monte 
Carlo Application Case Study”, Parallel Comput., 35(3):151-63, 2009. 

Accuracy study: G. Alvarez, M.S. Summers, D.E. Maxwell, M. Eisenbach, J.S. 
Meredith, J. M. Larkin, J. Levesque, T. A. Maier, P.R.C. Kent, E.F. 
D'Azevedo, T.C. Schulthess, “New algorithm to enable 400+ TFlop/s 
sustained performance in simulations of disorder effects in high-Tc 
superconductors”, SuperComputing, 2008.  [Gordon Bell Prize winner] 



NAMD 

• NAMD, VMD 

– Study of the structure 
and function of biological 
molecules 

• Calculation of non-
bonded forces on GPUs 
leads to 6x on FERMI 

• Framework hides most 
of the GPU complexity 
from users 
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J.C. Phillips and J.E. Stone, “Probing biomolecular machines with 
graphics processors,” Commun. ACM, 52(10):34-41, 2009. 
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Simulating Blood Flow with FMM 

• Multiphysics particle flow of deformable cells 
in viscous fluid with non-uniform distribution  

vetter@computer.org 30 

14-Apr-11 

A. Rahimian, I. Lashuk, S. Veerapaneni et al., “Petascale Direct Numerical Simulation of Blood Flow on 200K Cores and 
Heterogeneous Architectures (Gordon Bell Winner),” in SC10: International Conf. High Performance Computing, 
Networking, Storage, and Analysis. New Orleans: ACM/IEEE, 2010. 

Gordon Bell Award, Nov 2010 



FMM results from KID 
Results from KID 



GROMACS 

• GROMACS (GROningen 
MAchine for Chemical 
Simulations) is a 
molecular dynamics 
simulation package 
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Preliminary results from KID 



AMBER on FERMI (courtesy R. Walker, D. Poole et al.) 
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Software Development Highlights 
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Keeneland Software Environment 

• Integrated with NSF 
TeraGrid/XD 
– Including TG and NICS 

software stack 

• Programming environments 
– NVIDIA CUDA and OpenCL SDK 

– Compilers 
• GPU-enabled 

– Scalable debuggers 
• Allinea 

– Performance tools 
• Tau 

– Libraries 
• Magma 

• Tools and programming 
options are changing 
rapidly 

– HMPP, PGI, R-stream,  

• Additional software 
activities 

– Performance and 
correctness tools 

– Scientific libraries 

– Virtualization 
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Ocelot: Dynamic Execution Infrastructure  
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Dynamic Translation (LLVM) PTX Emulator 

Performance Analysis 

and Modeling  

Productivity Tools Multiplatform Support  
Multi-GPU Support 

PTX Kernel 

Gregory Diamos, Dhuv Choudhary, Andrew Kerr, 
Sudhakar Yalamanchili 

http://code.google.com/p/gpuocelot/  

http://code.google.com/p/gpuocelot/


Ocelot: Dynamic Execution Infrastructure  
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Use as a basis for  

– Insight  workload characterization 

– Performance tuning  detecting memory bank conflicts 

– Debugging  illegal memory accesses, out of bounds checks, etc.  

NVIDIA Virtual ISA 
 PTX 1.4 compliant Emulation  
• Validated on full CUDA SDK 
• Open Source version released 
 
http://code.google.com/p/gpuocelot/  

http://code.google.com/p/gpuocelot/


MAGMA Libraries: One and two-sided 
Multicore+GPU Factorizations 
• These will be included in up-coming MAGMA releases  
• Two-sided factorizations can not be efficiently accelerated on homogeneous x86-based 

multicores (above) because of memory-bound operations 
- MAGMA provided hybrid algorithms that overcome those bottlenecks  (16x speedup!) 
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LU Factorization                                Hessenberg Factorization 

Jack 
Dongarra, 
Stan Tomov, 
and Rajib 
Nath 

  GPU : NVIDIA GeForce GTX 280                                       GPU BLAS :  CUBLAS 2.2, dgemm peak:  75 GFlop/s 
  CPU : Intel Xeon dual socket quad-core @2.33 GHz      CPU BLAS :  MKL 10.0     , dgemm peak:  65 GFlop/s 



Hybrid Virtual Machine: HyVM 

• Uniform runtime model for heterogeneous 
platforms:  

• Hybrid Virtual Machines 

– Uniformity: 
• Virtual Execution Unit (VEU): hypervisor-level, uniform 

runtime representation for program executables 

• Heterogeneity-aware hypervisors: VMM-level management 
methods for improved platform  
utilization (incl. cache and energy) and  
application performance (SLAs) 

• Dynamic platform emulation: runtime CK compilation or re-
writing for diverse accelerator targets (via LLVM) 

– High performance: 
• Commodity and custom VEU ‘containers’: Virtual Machines 

(VMs) – processes/threads – commodity cores; Special 
Execution Environments (e.g., NVIDIA) - Computational 
Kernels (CKs) - accelerators 

• Runtime and adaptive {CK} optimization for parallelism 

• Standards-compliant CK programming and runtime APIs 
(OpenCL, CUDA) 

• Compiler-based optimization techniques for {CK} 
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Ada Gavrilovska, Karsten Schwan, Sudha Yalamanchili, and many PhD students 



DOE Vancouver: A Software Stack for Productive 

Heterogeneous Exascale Computing  

Approach Objectives  

 Enhance programmer productivity for the 
exascale 

 Increase code development ROI by enhancing 
code portability 

 Decrease barriers to entry with new 
programming models 

 Create next-generation tools to understand the 
performance behavior of an exascale machine 

 Programming tools 
 GAS programming model 

 Analysis, inspection, transformation 

 Software libraries: autotuning 

 Runtime systems: scheduling 

 Performance  tools 

 Impact on DOE Applications 

The proposed Maestro runtime simplifies programming 
heterogeneous systems by unifying OpenCL task queues 
into a single high-level queue. 

 Reduced application development time 

 Ease of porting applications to heterogeneous 
systems 

 Increased utilization of hardware resources and code 

portability 

 

Impact 

Jeffrey Vetter, ORNL 

Wen-Mei Hwu, UIUC 

Allen Malony, University of Oregon 

Rich Vuduc, Georgia Tech 



DOE Vancouver: Performance Analysis of 

MPI/GPU Applications at Scale 

MPI communication (yellow) CUDA memory transfer (white) 

A.D. Malony, S. Biersdorff, W. Spear, and S. Mayanglambam, “An experimental approach to performance  
measurement of heterogeneous parallel applications using CUDA,” in Proc 24th ACM International Conference  
Supercomputing., 2010. 



The Road Ahead 
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ORNL Roadmap to Exascale 

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 

18.5 TF Cray X1E 
(LCF- 0) 

50 TF > 100 TF > 250 TF Cray XT4 (LCF-1) 

1 -> 2 PF Cray (LCF-2) 

 20 PF  >  40 PF 

 100 PF > 250 PF 

1 EF 

170 TF Cray XT4 (NSF-0) 

0.6 -> 1 PF Cray XT(NSF- 1) 



ORNL Roadmap to Exascale 

2006 2007 2008 2009 2010 2011 2012 2013 2014 

ORNL Multi-Agency Computer Facility … 
260,000 ft2 

2015 

ORNL Computational Sciences Building 

18.5 TF Cray X1E 
(LCF- 0) 

50 TF > 100 TF > 250 TF Cray XT4 (LCF-1) 

1 -> 2 PF Cray (LCF-2) 

 20 PF  >  40 PF 

 100 PF > 250 PF 

2016 2017 

 ORNL Multipurpose Research Facility 

1 EF 

170 TF Cray XT4 (NSF-0) 

0.6 -> 1 PF Cray XT(NSF- 1) ? 



Facilities and Power … Not just ORNL 



Mobile and Embedded Systems 

Community has Experiences 

  

Source: Delagi, ISSCC 2010 



XBOX360 

  

Source: Microsoft, HotChips22 



Systems on the Horizon 

Delivery System Location Comp Comm Peak 

(PF) 

Power 

(MW) 

2010 Tianhe-1A National 

Supercomputing 

Center in Tianjin, 

China 

Intel + NVIDIA 

 

Proprietary 4.5 4 

2010 Tsubame 2 TiTech Intel + NVIDIA Infiniband 2.4 

~2012 Cray ‘Titan’ ORNL AMD + NVIDIA Gemini 20 

~2012 BlueWaters NCSA/UIUC POWER7 IBM Hub 10 

~2012 K Computer Kobe SPARC64 VIIIfx Tofu 10 20 

~2012 BlueGeneQ ANL SoC IBM 10 

~2012 BlueGeneQ LLNL SoC IBM 20 

Others… 



Notional System  

Architecture Targets 

System attributes 2010 “2015” “2018” 

System peak 2 Peta 200 Petaflop/sec 1 Exaflop/sec 

Power 6 MW 15 MW 20 MW 

System memory 0.3 PB 5 PB 32-64 PB 

Node performance 125 GF 0.5 TF 7 TF 1 TF 10 TF 

Node memory BW 25 GB/s 0.1 TB/sec 1 TB/sec 0.4 TB/sec 4 TB/sec 

Node concurrency 12 O(100) O(1,000) O(1,000) O(10,000) 

System size (nodes) 18,700 50,000 5,000 1,000,000 100,000 

Total Node 
Interconnect BW 

1.5 GB/s 150 GB/sec 1 TB/sec 250 GB/sec 2 TB/sec 
 

MTTI day O(1 day) O(1 day) 



  



NVIDIA Echelon System Sketch 

Source: NVIDIA Echelon Proj 



Bonus 
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Members of Our CCOE 
• Georgia Tech 

– Jeffrey Vetter; David Bader; George 
Biros; Edmond Chow; Tom Conte; 
Richard Fujimoto; Richard 
Glassbrook; Alex Gray; Bo Hong; 
Seung Soon Jang; Hyesoon Kim; 
Pablo Laguna; Aaron Lanterman; 
Hsien-Hsin Lee; Lew Lefton; Blair 
MacIntyre; Santosh Pande; Chris 
Rorden; Jarek Rossignac; Ryan 
Russell; Karsten Schwan; David 
Sherrill; Deirdre Shoemaker; Jeff 
Skolnick; Rich Vuduc; Yan Wang; 
Sudha Yalamanchili; PK Yeung; 
Haomin Zhou 

 

• GTRI 
– Richard Boyd; Dan Campbell; 

Daniel Faircloth 

• CDC 
– Christopher Lynberg; Beth Neuhaus 

• ORNL 
– Jeremy Meredith; Philip Roth 

• Accelereyes 
– John Melonakos; Dave Gibson 

 

14-Apr-

11 
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Kickoff workshop had over 100 participants 



CCOE Activities Span the Range of Science 

Applications 

• Biology 

• Chemistry 

• Security 

• Materials 

• Aerospace Eng 

• Mechanical Eng 

• Knowledge Discovery 

• Advanced Graphics 

• Augmented Reality 

• Graph Theory 

• Industrial Eng - Optimization 

Software 

• Libraries, Autotuning 

• Compilers and Runtime 

• Tools for correctness and performance 

• Scheduling 

• Virtualization 

Architecture 

• Facilities 

• NSF Keeneland 

• DOE OLCF3 

• Simulation and Performance Prediction 

• Benchmarking 

• Future Architectures 

• DARPA Echelon 

14-Apr-

11 
vetter@computer.org 57 



New ProLiant SL6500 series 
Highly Flexible s6500 Chassis  

Multinode, Shared Power 
and Cooling Architecture 

Benefits: Low Cost,  
High Efficiency Chassis 

• 4U chassis for deployment flexibility 
• Standard 19” racks, with front I/O cabling 
• Unrestricted airflow (no mid-plane or I/O connectors) 

• Reduced weight 
• Individually serviceable nodes 

• Variety of optimized node modules 

• SL Advanced Power Manager support 
• Power monitoring 
• Node level power off/on 

• Shared power and fans 
• Optional hot-plug redundant PSU 
• Energy efficient hot-plug fans  
• 3-phase load balancing 
• 94% platinum common slot power supplies 
• N+1 capable power supplies (up to 4) 



Organization 
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