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High-End Computing (HEC)High-End Computing (HEC)
System TrendsSystem Trends

•• Increasing system component countsIncreasing system component counts
– 10Ks sockets today
– Millions of cores soon

•• At scalability limits ofAt scalability limits of
bandwidth-constantbandwidth-constant
network topologiesnetwork topologies
(e.g., fat trees)(e.g., fat trees)
– Physical (form factor, bandwidth)
– Expense

⇒⇒ Increasing use of 3D mesh interconnection networks in large-scaleIncreasing use of 3D mesh interconnection networks in large-scale
systemssystems

⇒⇒ Continued use of batch queuesContinued use of batch queues
⇒⇒ Limited access, controlled by allocationsLimited access, controlled by allocations
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HEC Platform Example 1:HEC Platform Example 1:
Cray XTCray XT

•• Compute Processing Elements (Compute Processing Elements (PEsPEs), Service ), Service PEsPEs
•• Cray Cray SeaStar SeaStar router, connected as 3D mesh with router, connected as 3D mesh with torus torus linkslinks

possiblepossible
•• Routes fixed at boot time; basicallyRoutes fixed at boot time; basically  ““x, then y, then zx, then y, then z”” routing routing

Image courtesy Cray, Inc.
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HECHEC  Platform Example 2:Platform Example 2:
IBM Blue GeneIBM Blue Gene

•• Compute nodes, I/O nodesCompute nodes, I/O nodes
– Fixed ratio of compute nodes to I/O nodes
– Fixed association of compute nodes with an I/O node

•• Five networks, including 3DFive networks, including 3D  torustorus
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HEC System Trends:HEC System Trends:
Implications for ToolsImplications for Tools

•• Emphasis onEmphasis on  on-line, automated tools (e.g.,on-line, automated tools (e.g.,  recentrecent
Software DevelopmentSoftware Development  Tools for Tools for PetascalePetascale
Computing, Snowbird meetings)Computing, Snowbird meetings)

•• Emphasis on scalableEmphasis on scalable  performance, correctness,performance, correctness,
and system administration toolsand system administration tools

⇒⇒Increasing interest in scalable tool infrastructure,Increasing interest in scalable tool infrastructure,
e.g. Tree-Basede.g. Tree-Based  Overlay Networks (Overlay Networks (TBONsTBONs))

⇒⇒Tools must thrive in HEC batch environmentTools must thrive in HEC batch environment
• Resources fixed at job submission time
• Minimal footprint
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Tree-Based Overlay Networks (Tree-Based Overlay Networks (TBONsTBONs))

•• Parallel tool infrastructure providing:Parallel tool infrastructure providing:
– Scalable multicast
– Scalable data synchronization and transformation

•• Useful for parallelizingUseful for parallelizing  and distributing tool activitiesand distributing tool activities
– Reduce latency
– Reduce computation and communication load at tool front-

end

•• MRNetMRNet: TBON implementation with Barton Miller: TBON implementation with Barton Miller
and Dorian Arnold (University of Wisconsin);and Dorian Arnold (University of Wisconsin);
See http://www.See http://www.paradynparadyn..org/mrnetorg/mrnet
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Traditional Tool OrganizationTraditional Tool Organization

•• EncouragesEncourages
centralized analysiscentralized analysis

•• Difficult to overcomeDifficult to overcome
data managementdata management
and communicationand communication
barriersbarriers
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TBON-Based Tool OrganizationTBON-Based Tool Organization

•• Network of processes between tool front-end and back-endNetwork of processes between tool front-end and back-end
•• E.g.,E.g.,  with with MRNetMRNet:: Tool Front End
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TBON ConfigurationTBON Configuration  FlexibilityFlexibility
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TBONs TBONs and HEC 3D Mesh Systemsand HEC 3D Mesh Systems

““Fixed resources, minimal tool footprintFixed resources, minimal tool footprint…”…”

•• Where to place tool and TBON processes on theWhere to place tool and TBON processes on the
system?system?
– Service nodes
– Compute nodes
– External resources

•• Which TBON configuration?Which TBON configuration?
– How many TBON processes?
– Which TBON connection topology?
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Context: JaguarContext: Jaguar

•• Hybrid Cray XT3/XT4 system at Oak Ridge National LaboratoryHybrid Cray XT3/XT4 system at Oak Ridge National Laboratory
•• Full size: 3D Full size: 3D torus torus network, 31 network, 31 ×× 16  16 ×× 24 24
•• Currently: 23 Currently: 23 ×× 16  16 ×× 24 24

– Catamount on compute nodes
– 32 cabinets removed in transition to Compute Node Linux
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XT Process PlacementXT Process Placement

•• Non-dedicated service nodesNon-dedicated service nodes
– Placement on service nodes is undesirable
– BG/L MRNet-based tool efforts (e.g. UW/LLNL STAT

scalable tracing tool) place MRNet on service nodes

•• Lack of support systems +Lack of support systems +  modest inter-systemmodest inter-system
bandwidthbandwidth
– Placement on external cluster is undesirable

⇒⇒Working assumption: tool processes run on computeWorking assumption: tool processes run on compute
nodesnodes
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Jaguar Placement TestsJaguar Placement Tests

•• Used simple MPI/Portals program to collect nodeUsed simple MPI/Portals program to collect node
number and position within the XT meshnumber and position within the XT mesh

•• Batch job launched two Batch job launched two independentindependent instances of instances of
the program:the program:
– 512 application nodes (1024 application processes in

“virtual node” mode)
– 72 tool nodes (enough for balanced 8-way TBON

topology, assuming front-end is on batch script or login
node)
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Jaguar Placement Trial 1Jaguar Placement Trial 1

xtlogmesh interactive 3D
mesh visualization tool

Blue spheres = application nodes
Green spheres = tool nodes
Red spheres = service nodes
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Jaguar Placement Trial 2Jaguar Placement Trial 2
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Jaguar Placement Trial 3Jaguar Placement Trial 3

Node running
the

 batch script
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XT Process PlacementXT Process Placement

•• Space partitioningSpace partitioning  causescauses  system fragmentationsystem fragmentation
over timeover time
– Likely to get discontiguous nodes for large jobs
– Not likely to get same “shape” across runs
– Blue Gene’s large allocation blocks trade this against

“internal fragementation”

••  App process  App process vsvs. tool process placement. tool process placement
– Can detect nodes allocated to batch job
– Can use job launcher to start independent parallel

programs on targeted sets of nodes
– Both Catamount and Compute Node Linux (details differ)
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Resource Usage ImpactResource Usage Impact

•• Time onTime on  large HEC systems controlledlarge HEC systems controlled  byby
allocationsallocations

•• Want to maximize theWant to maximize the  amount of work done usingamount of work done using
the allocationthe allocation

•• Often a time dilation from using a tool against aOften a time dilation from using a tool against a
running parallel programrunning parallel program

•• With TBON processes on computeWith TBON processes on compute  nodes, also anodes, also a
spacespace dilation charged against the allocation dilation charged against the allocation
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Example Usage Model:Example Usage Model:
Baseline CaseBaseline Case

•• Simulation in strong scaling mode (fixedSimulation in strong scaling mode (fixed  problemproblem
size)size)

•• Run by itself (without a tool)Run by itself (without a tool)

•• AA is the is the  allocation (node-hours)allocation (node-hours)
•• NN is the number of nodes is the number of nodes  per runper run
•• RR is simulation throughput ( is simulation throughput (timesteps timesteps per hour)per hour)
•• TT is time per run (hours) is time per run (hours)

•• Then number of Then number of timesteps timesteps per allocation isper allocation is
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Example Usage Model:Example Usage Model:
WithWith  Background ToolBackground Tool

•• DDtt  (>1) is time dilation factor from running(>1) is time dilation factor from running  program with aprogram with a
background toolbackground tool
– Always running
– No benefit to program performance
– E.g., a health monitoring tool

•• Number of Number of timesteps timesteps per allocation isper allocation is

•• With space dilation Ds (also >1), number of With space dilation Ds (also >1), number of timesteps timesteps perper
allocation isallocation is
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Usage Model: ComplexUsage Model: Complex
Performance Tool ExamplePerformance Tool Example

•• Hopefully toolsHopefully tools  give insight to improve performancegive insight to improve performance
•• AssumeAssume  usage scenario where the following isusage scenario where the following is

repeated:repeated:
– Program is run k times without a tool
– Program is run once under a tool
– Results are analyzed, the program optimized, and the

runtime improves by a factor of f (I.e., Told = fTnew)
•• Then the number of Then the number of timesteps timesteps performed using theperformed using the

allocation isallocation is

•• Where Where mm is the largest integer such that is the largest integer such that
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Timesteps vsTimesteps vs..  Optimization FactorOptimization Factor

•• A=1M node-A=1M node-
hourshours

•• N=1024N=1024
•• D_s D_s = 1.1= 1.1
•• D_t = 1.1D_t = 1.1
•• R = 20R = 20
•• T = 12T = 12
•• K = 5K = 5

With the speculated optimization model, the number of
timesteps is over twice as many if can optimize away 7%
of the runtime compared to 2% of runtime



23

Timesteps vsTimesteps vs..  Space DilationSpace Dilation

•• A=1MA=1M
node-node-
hourshours

•• N=1024N=1024
•• f = 0.95f = 0.95
•• D_t = 1.1D_t = 1.1
•• R = 20R = 20
•• T = 12T = 12
•• K = 5K = 5
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Ongoing WorkOngoing Work

•• Performance prediction andPerformance prediction and  validationvalidation
– Modeling
– Simulation

•• Refining Refining ““allocation usageallocation usage”” model model

•• MRNet MRNet implementation for XT using XTimplementation for XT using XT’’s Portalss Portals
data communication layerdata communication layer
– One-sided operations, OS- and application-bypass differ

from original TCP/IP communication approach
– For model/simulation validation, tool development
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SummarySummary

•• Systems with 3D mesh (Systems with 3D mesh (torustorus) networks and batch) networks and batch
queues will remainqueues will remain  prominent in HEC landscapeprominent in HEC landscape

•• TBON scalable toolTBON scalable tool  infrastructureinfrastructure  must be mappedmust be mapped
carefullycarefully  within allocated nodes on some systemswithin allocated nodes on some systems
– Both time and space dilation
– Impacts achievable tool performance
– Impacts application network traffic (both application under

study and others’)
– Using compute nodes for TBONs can greatly impact ability

to do science, both positively and negatively
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Perspectives and ProvocationPerspectives and Provocation

•• A sobering perspectiveA sobering perspective
– Extra nodes?  I always assumed I didn’t have any extra

resources to work with. (del Signore, TotalView
Technologies)

•• Is this Is this ““wastingwasting”” compute nodes? compute nodes?  DoesDoes  the answerthe answer
change if they are used instead for fast checkpoint?change if they are used instead for fast checkpoint?

•• Tool/Application Tool/Application codesigncodesign?  (Even ?  (Even a laa la  ““GoogleGoogle””?)?)

•• General information:General information:
– rothpc@ornl.gov
– http://ft.ornl.gov

•• MRNetMRNet::
–paradyn@cs.wisc.edu
–http://www.paradyn.org/mrnet


